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Abstract

In this paper we introduce a novel approach to risk estimation based on nonlinear factor models - the “StressVaR” (SVaR). Developed to evaluate the risk of hedge funds, the SVaR appears to be applicable to a wide range of investments. The computation of the StressVaR is a 3 step procedure whose main components we describe in relative detail. Its principle is to use the fairly short and sparse history of the hedge fund returns to identify relevant risk factors among a very broad set of possible risk sources. This risk profile is obtained by calibrating a polymodel, which is a collection of nonlinear single-factor models, as opposed to a single multi-factor model. We then use the risk profile and the very long and rich history of the factors to assess the possible impact of known past crises on the funds, unveiling their hidden risks and so called ”black swans” (Taleb [2007]).

In backtests using data of 1060 hedge funds we demonstrate that the SVaR has better or comparable properties than several common VaR measures - shows less VaR exceptions and, perhaps even more importantly, in case of an exception, by smaller amounts.

The ultimate test of the StressVaR however, is in its usage as a fund allocating tool. By simulating a realistic investment in a portfolio of hedge funds, we show that the portfolio constructed using the StressVaR on average outperforms both the market and the portfolios constructed using common VaR measures.

For the period from Feb. 2003 to June 2009, the StressVaR constructed portfolio outperforms the market by about 6% annually, and on average the competing VaR measures by around 3%. The performance numbers from Aug. 2007 to June 2009 are even more impressive. The SVaR portfolio outperforms the market by 20%, and the best competing measure by 4%.
Principles of the StressVaR

Hedge funds are a particular class of assets. They are known to have non-gaussian returns (Lo and MacKinlay [2001]; Malkiel and Saha [2005]; Fung and Hsieh [2004]). Most of them report only on a monthly basis and often hold illiquid assets resulting in smoothed returns (Getmansky et al. [2004]). With such characteristics it is very difficult to understand and estimate the possible extreme risks associated with investments in hedge funds. These risks are not easily detectable using only the series of the funds’ returns and one needs to develop more sophisticated methods.

The Value-At-Risk (VaR) is a widely used and generally accepted quantitative measure of risk. A common approach to estimating the VaR is using the fund returns. However, simply fitting a Gaussian distribution to the returns in order to estimate the VaR is known to have serious problems (Adrian [2007]). The Gaussian assumption is well known to underestimate the likelihood of large returns and consequently extreme risks. The Cornish-Fisher VaR (Cornish and Fisher [1938]) takes a step in the right direction by a better modeling of the fat tails, taking into account the third and fourth moments of the return distribution. Different models of the returns distributions lead to other statistical measures based on historical returns, for example the GARCH based VaR, Extreme Value Theory, Omega ratio, and nonstationary models (Angelidis, Giot and Laurent [2004]; Giot and Laurent [2004]; Hangchan et al. [2007]).

However, all of the above statistical measures of the VaR suffer from similar problems which are rooted in the fact that they are estimated from historical returns. The most numerous returns in the historical returns are small returns. Therefore, the largest information input in the historical based measures comes from small returns. This is quite in an opposite spirit of what a good risk measure needs to be.

In order to assess the risk of a hedge fund, the large returns or outliers carry the most amount of information. It is in the outliers that the signal for potential problems lies, not in the business-as-usual returns. This is also the reason why robust methods for risk estimation, which try to limit the influence of outliers, are in fact very much against the principles of risk estimation.

But in fact the problem goes even deeper. The fund’s risk, or the possibility of a future loss, is very often simply not contained in the historical return series of the fund. Somehow one needs to predict the possible behavior of the fund in scenarios that have not yet happened during the fund’s existence.

The StressVaR we propose here goes in this direction in spite of being partially based on historical fund returns. The risk information in the StressVaR comes both from the dynamical relation of the fund and a large number of factors, as well as from the behavior of the factors themselves, for which we can have a much better understanding of their risks. By modeling the fund’s performance using factors for which long term history is available we benefit from the richness of crisis information contained in the
factor history.

For example, even though a fund has not yet lived through its greatest crisis, one can predict the risk of the fund by extrapolating the fund’s behavior into the past using factors. In other words, a fund can be subject to a risk that hasn’t occurred in its history and hence is not present in the historical returns. Had the fund been incepted earlier, the risks would show in the fund returns. Loosely speaking, it is these kinds of risks that Taleb calls Black swans\(^1\) (Taleb [2007]).

The commonly used alternative approach – erroneously considered as ”conservative” – is to base the risk analysis on the fund holding’s. This approach suffers three major limitations:

- Position data are only partially available, delayed and often contain errors.
- An accurate joint distribution of the holdings returns is necessary. Such a distribution is hard to estimate and often very rough approximations are made to handle the large dimensionality of the problem. These approximations – correlations, liquidity, etc. – are often invalid under extreme events. Moreover, some of the holdings may have a short history, or be hard to value, leading again to an inaccuracy in the distribution of returns.
- Hedge funds positions experience a high turnover. Delayed and past positions may be unrelated to future ones. Moreover, any non-zero correlation between the position changes and returns of the corresponding assets produce nonlinearities – exactly in the way how dynamic hedging allows replicating an option pay-off.

The StressVaR can be compared to a factor-based VaR estimate in the sense that is uses factor models. However, its strength resides in the modeling of nonlinearities and the capability to analyse a very large number of potential risk factors. Regarding the information needed, its computation only requires the fund’s returns and general market history – not specific to the analyzed funds. In this regard, it allows a full analysis of portfolios of hedge funds, regardless of the knowledge of detailed holdings and positions.

Estimating the StressVaR is a 3 steps method that starts by selecting a large universe of factors. It is important that the universe is large enough to capture all possible risk sources for a hedge fund in question. Following that, the estimation of the StressVaR consists of the following steps:

1. **Factor scoring.** For each of the factors in the universe one estimates a dynamic nonlinear model of the fund against the factor obtaining a goodness of fit measure, for example the p-value. The factor p-values are then used to score and rank

---

\(^{1}\)Strictly speaking Taleb’s black swan is an "unknown unknown" – an unpredictable event one did not even conceptualize as possible. We are referring to the "known unknowns" – unpredictable events that are hidden in the history of a particular asset, but can be conceptualized as possible if one looks outside of the fund’s history.
the factors in terms of their explanatory power for the fund returns. Typically one focuses on a certain number of top explanatory factors whose p-values pass a threshold denoting that they are not representing spurious relationships.

2. **Estimating factor risks.** For each of the top factors, using the calibrated model, one predicts the fund returns for all possible factor returns from the 1st to the 99th quantile of the long term factor return distribution.

   a) Estimation of the factor distribution. Estimating the factor distribution is a separate and challenging issue in its own right, and is completely independent from the fund return prediction. For example, one can use an Autoregressive conditional heteroskedasticity (ARCH) type model for estimation, however it is important to use as long a factor history as possible in order to account for known past crises. In addition, the estimate of the factor distribution can also be aided by pure economic studies.

   b) Predicting the fund returns. Following the estimation of the factor distribution, one predicts possible fund losses for a given percentage $q$ of factor returns. For example for $q = 98\%$ one would estimate the fund returns from the 1st to the 99th quantile of the factor distribution, leading to the estimation of the 98\% VaR.\(^2\) By taking the min over the predicted fund returns one obtains the largest possible fund loss corresponding to $q\%$ of the factor returns.

3. **Estimating the StressVaR.** Ultimately, the StressVaR is estimated as the maximum predicted loss across all top selected factors to which the specific risk, estimated in parallel from the model residuals and the fund returns, is added. Arguably, this estimate for the VaR overestimates the real VaR. However, as we will show, in practice this approach ultimately leads to better investment decisions.

   It is important to understand the interplay of different time horizons in the estimation of the StressVaR. The dynamical relation between the fund and the factors is estimated using the shortest\(^3\) and most recent time interval. This is important in order to reactively capture changing fund strategies and factor exposures. On the other hand, the factor returns used to predict possible fund losses need be from the complete factor history, using as much data as possible. Intuitively, by using the complete factor history, we are augmenting the information contained in the history of the fund, with the information contained in the factor history. The histories of the factors are typically much longer than the lifetime of the fund and contain information of many more crisis periods bearing risk.

   From a practical and estimating perspective the polymodel approach to estimating the StressVaR has several benefits. Since factors are tested against the fund one-by-one,

\(^2\)In fact 99\% VaR if the relation between the fund and factor is monotonously increasing or decreasing.

\(^3\)One of course needs to use a sufficient amount of data for a reliable estimate, but adding more points than minimally necessary is not advantageous. Historical lengths of 2 to 4 years seem to be optimal.
issues related to over-fitting due to a small number of data points are limited. Furthermore, collinearity among factors does not influence the stability of estimation. Hence, the polymodel allows to work with a virtually unlimited number of factors.

Each nonlinear single factor model serves a triple purpose. To identify relevant risk factors, to estimate the possible fund loss, and to merge the factor risk with the fund specific risk. In each model estimation we obtain (i) a p-value which identifies relevant factors, (ii) a maximal potential fund loss $\hat{Y}_{max}$ corresponding to $q\%$ of the factor returns, and (iii) the $R^2$ which is used to merge the factor risk and the fund specific risk. The StressVaR corresponding to each factor is then a quadratic sum of the factor risk and fund specific risk

$$ SVaR = \sqrt{\hat{Y}_{max}^2 + \sigma^2(Y) \cdot (1 - R^2) \cdot \zeta^2}. $$

Here $\sigma^2(Y)$ is the variance of the fund returns. The factor $\zeta$ serves to bring the fund variance to the level corresponding to the chosen quantile $q$ and is equal to the quantile function $\zeta = F^{-1}(q)$ with $F$ being the distribution function. In our tests we assumed normally distributed fund returns in which case $\zeta = \sqrt{2} \text{erf}^{-1}(q)$ which for $q = 0.98$ is equal to 2.33.

The StressVaR, computed as above, in theory underestimates the real VaR because the effects of possible fat tails of the fund specific risk with respect to selected factors - the residuals of the nonlinear model - are ignored. However, this underestimation is limited, provided the factor set covers a complete enough range of risk sources. Indeed, in most cases the fat tails of the fund are caused by one of the factors. An extreme event of the fund is linked to an extreme event of one of the selected factors. In this case, the contribution of the residual risk is much smaller than the contribution of explained risk since the correlation between the fund and the factor becomes close to 1.

This assertion deserves some explanation as a wide range of the literature on risk measurement, especially that focusing on “fat tails”, tries to address the question of the size of probable losses of a fund without linking it to some scenario in the market that may be related to it.

The first common misconception is between a correlation or a coexistence of events and their causal relationship. Seeking the factor that “explains” the loss of a fund in the causal sense may be difficult. As an example, no one agrees on the real causes of the last crisis! However, in the vast majority of the time, when a fund blows up, or simply experiences an outlier, be it jointly with a cohort of other funds or an individual casualty, some “event” happened in the market, in the sense of a statistical outlier experienced by some market index. If the factor set is large enough, one of the factors will be impacted and a joint relation between extreme moves of the fund and the factor is detected. This relation may look sometimes spurious, for instance, a joint drop of Russian equities and of a fund invested in US small caps without any relation with Russia. However, as a matter of fact, the RTS index doesn’t drop by chance: some economic event made it drop. Funds that exhibit a statistical relation of their largest returns (either positive or negative) with the Russian index are those who are sensitive to the same factors that
Exhibit 1: Examples of two funds that have experienced large losses in the 2008 credit crisis that can be explained by nonlinear factor models. The graphs show the scatter plot of fund returns and the returns of the S&P500. The dashed line show a quadratic regression of fund returns with respect to the index, performed on the period Jan '05 to Mar '08, i.e. prior to the crisis.

affect the Russian economy. In this case, it is not surprising that a new drop of the RTS index will occur again jointly with a drop of the fund, making the statistical relation everything but spurious.

The two examples in figure 1 are funds that suffered from the 2008 “credit crunch”. The fund in the left panel invests in high yield securities, including convertible bonds. It describes itself as “fixed income”, hence supposedly not correlated to markets, which may be true on the upside, but certainly not on the downside. It also claims that “diversification protects its downside”. Nothing is more wrong than this. Diversification probably reduces its volatility in “business as usual” periods and reduces its correlation to equity markets when the market is going up, but when the market is severely dropping, diversification vanishes, risks suddenly add up and the fund becomes fully correlated to the falling market. Since the fund is invested in fixed income, the origin of this correlation is not in its investment positions. Rather, a dropping market environment creates a mechanism that traps this type of fund into liquidity shrinkage. The manager can no longer trade its securities, hedge them properly, or simply choose them with care. The fund performance immediately suffers. This coexisting relation between the fund and the equity market is not by chance, but a systematic one, which deserves being incorporated into a sound risk model.

When analyzing the returns of the fund in the left panel prior to the crisis, from Jan '05 to May '08, the fund exhibits a “linear beta” with respect to the S&P500 index (in the CAPM model) of 20%, with an alpha close to the Libor (37 bps/month). However, its “downside beta”, computed by only selecting months where the index drops more than 3%, is already 36%. If one includes the crisis in the parameter estimation and computes

4The data for both funds are taken from the HFR database.
regression coefficients over the period from Jan '05 to Mar '10, the “linear beta” pops up to almost the same value 37%, while the alpha remains almost unchanged. However the joint drop of 9% and 17% in Sep and Oct ’08 respectively for the index and of 7% and 11% for the fund brings its “downside beta” above 90%. In this case a nonlinear model of the fund returns with respect to the S&P500 index returns would have anticipated the possible loss of the fund, would such a massive scenario occur on the index.

The second example in the right panel is in fact a fund of hedge funds. It claims that its choice of hedge funds is well diversified in order to produce “long term returns in excess of the S&P500 index” with “less downside risk”. The first claim part needs to be verified and is, in fact, a bit surprising for a fund which is supposed to deliver “absolute return”. However, we shall see, the second part is the exact opposite of the truth, same as for many of its peers. Together, these two pieces would mean that the fund exhibits something much like the profile of a call option on the S&P index. In practice, as we can see in the figure, its profile looks like more that of the writer of a put option: positive downside beta hence the same risk as the index with pure alpha on the upside hence not the positive returns that reward the risk taken. Same as the fund in the previous example, the fund suffered from the 2008 crisis, but its losses could have been anticipated by a nonlinear model of its returns with respect to the S&P500.

These two examples are funds whose losses are explained by a simple index, namely the S&P500, in a period of the 2008 “credit crunch” where the market as a whole was massively correlated. Hence the joint behaviour of the funds and the market and the vanishing diversification could be viewed and an obvious fact. However, in smaller and less general crises, similar phenomena occur and fund losses almost always find some explanatory factor, provided that the choice of the initial factor set is broad enough. One could still fear some underestimation of risk if the right factor is missed or if its relation with the fund was not detected prior to the loss event. In practice one can on the contrary argue that the StressVaR will tend to overestimate the risk. The main reason lies in the repeated tests one must do in order to select the relevant factors. Even with a very small probability of selecting a spurious relation for each single factor, the repetition of such tests makes the probability that, across the whole factor set, at least one factor is spurious, rather significant. 5

There is no magic technique to overcome this difficulty and we accept the caveat that the risk measure may not have precise measure of its goodness in the traditional sense, for example counting the number of exceptions. However, what ultimately is important for risk management is not the number of time that a fund is above its q-th quantile, but that it leads to good investment selection decisions. In other words, that the StressVaR was a good estimator of the future move of the funds is perhaps less important than that

5A conservative approach would accept the occasional selection of spurious relationships. We prefer to say that, even knowing this drawback of the model which produces much smaller errors than, say, the colinearity of factors in multi-factor models portfolios built and optimized using this technique over-perform on the long run other types of optimization, such as mean-variance using multi-factor models.
it really distinguishes between risky and less risky funds. A good risk measure should be able to split risks into ”good” and ”bad” and become a major tool in the investment process. A good risk-measure in this case will be a tool for portfolio construction by rating the funds according to their risks. It should be reliable in the sense that the impact is driven by the joint behavior of that fund with the portfolio under extreme conditions and not only on normal conditions.

**Liquidity risk**
The nonlinear and dynamic requirement of the StressVaR are warranted in extreme market conditions where market movements induce massive orders, thus creating *liquidity traps* in which asset prices experience a strong slippage. The phenomenon is responsible for so-called *correlation breaks* that destroy the diversification of apparently well balanced portfolios. By correctly addressing the nonlinear relation between market factors and fund returns, the StressVaR is the first risk measure that provides a true quantitative estimate of the impact of the vanishing market liquidity under an extreme event. Illiquid assets, the prices of which are marginally correlated to markets under normal market conditions, but materially react to large moves, are also better handled by nonlinear models involved in the StressVaR than by other techniques.

**Credit risk**
Another benefit of nonlinear factor models is in their ability to capture credit risk. It is common practice to consider that credit risk can be identified with default risk. But in fact, credit risk can not be reduced to pure default risk and must cover a much broader range of market events and in particular the possible explosion of credit spreads. A good modeling of extreme market events will therefore also capture credit risk. For example, the risk resulting from a defaulting security is typically summarized in the price of the distressed security. Generally speaking, the relation of credit spreads with other market factors, equity prices, implied volatility, etc., is known to be extremely nonlinear and subject to threshold effects. Nonlinear factor models are again the most appropriate way to capture, not the default probability *per se*, but the real price impact of credit events. In the particular case of Credit Default Swaps (CDS) where the price of the credit derivative security is related to a default event, one observes that the default event always occurs jointly with the sharp drop of the stock price. Again we see that default risk is associated with some sort of extreme market risk.

The organization of the rest of paper is the following. In the first part we define the StressVaR in more detail than was given in the introduction. In the second part we compare the StressVaR against two traditional VaR estimators. This is done by back-testing the number of exceptions on a broad sample of hedge funds reporting to the HFR database. In the third part we investigate the SVaR as a fund selection and portfolio allocation tool. We take the role of an investor in hedge funds and show that a portfolio constructed using the SVaR outperforms portfolios constructed using standard risk measures.
Calculating the StressVaR

Factor selection and ranking is the most important element in the estimation of the StressVaR. The estimation methodology needs to be sensitive to a great variety of fund-factor dependencies but at the same time minimize spurious factor selection. The main objective is to specify and estimate the function of the conditional expectation of the fund given the factor \( \Psi = E(Y_t|X_t, \mathcal{F}_{t-1}) \). Here by \( Y_t \) we denote the random variable corresponding to the fund returns at time \( t \), by \( X_t \) the random variable corresponding to the return of a specific factor, and by \( \mathcal{F}_{t-1} \) the \( \sigma \)-field generated by the random variables up to time \( t - 1 \). There are several important elements that this function needs to capture.

- **Nonlinearities.** It is well known that due to their active management and investments in derivatives the returns of hedge funds can be quite nonlinear (Fung and Hsieh [1997])\(^6\).

- **Dynamic relations.** Due to the delayed nature of fund return reporting, the impact of a factor on a fund can be delayed by a few weeks or even in some cases months. The function \( \Psi \) must therefore allow for lagged dependencies of the fund and factor.

- **Autocorrelations.** The illiquid assets some hedge funds hold are typically valued in a conservative fashion, for example by only valuing the coupon payments of a bond investment. This procedure mechanically induces autocorrelations in the fund returns. The function \( \Psi \) must allow for autoregressive (AR) terms.

- **Cointegration.** In some cases, the relation between the fund and the factor is best captured by looking at the levels rather than the returns. This is the case when the fund and the factor have a common driver and move together, but otherwise the fluctuations around this common trend are independent. The function \( \Psi \) in this case needs to allow for cointegrating relations between the fund and the factor (Maddala and Kim [1999]).

Taking into account these properties it is useful to separate \( \Psi \) into an autoregressive (AR) part that captures the autocorrelations in fund returns and the remaining part that is a function of the factor returns:

\[
\Psi = \text{AR}(Y) + \Phi(X).
\]  

(2)

The relevance of a factor can now be tested by comparing the full model for \( \Psi \) against the AR model:

\[
\begin{align*}
H_1 : \quad Y_t &= \text{AR}(Y) + \Phi(X) \\
H_0 : \quad Y_t &= \text{AR}(Y).
\end{align*}
\]  

(3)

\(^6\)Internal Riskdata study jointly with E.Derman has shown that around 75\% of hedge funds are better modeled by nonlinear functions.
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A simple way to test this is using an F-test based on the residuals of the two regressions:

\[
F = \frac{n - k}{q} \frac{R_1^2 - R_0^2}{1 - R_1^2}
\]  

(4)

where \(n - k\) is the number of degrees of freedom in \(H_1\) (number of points \(n\) minus the number of parameters plus the constant) and \(q\) is the number of extra parameters present in \(H_1\) and not in \(H_0\). \(R_0^2\) and \(R_1^2\) are the standard \(R^2\) measures for the two models. The factor selection can then simply be based on whether the p-value associated with the F-test is below a certain preset threshold \(\theta\).

However, one needs to keep in mind that the overall p-value of the selected set is not the same as the threshold \(\theta\). If one tests \(N\) different factors, assuming tests are independent, the probability that at least one factor be spuriously selected can be as large as \(\theta_N = 1 - (1 - \theta)^N\). When – as it happens in practice – factors are not independent, \(N\) should be replaced by some kind of an "efficient number of factors", based on an entropy measure. The number of factors should therefore be as small as possible, while still large enough to capture all risk sources. One of the known techniques to remedy this "power vs. size" problem is to have an adaptive threshold \(\theta\) depending on each tested fund, and more precisely, on the range of p-values across the various factors. When a fund selects at least one factor with a very low p-value, then factors with a relatively high p-value should be ignored in order to avoid spurious selections. But when none of the factors display a sufficiently significant relation with the fund, then the threshold should be relaxed in order to avoid missing important risks. Consequently the threshold \(\theta\) will be chosen as an increasing function of the smallest obtained p-value across the whole factor set.

Computing the p-value is less simple than it seems. Classical computations, such as the F-test, the Likelihood ratio or the Wald statistics have hidden assumptions about Gaussian residuals, non endogeneity, etc. In practice, the computation of the StressVaR can be significantly improved by properly taking into account the distribution of residuals and the particularities of small samples (Ullah [2004]; Seber and Wild [1989]).

We list more details of the prediction function \(\Psi\) in the Appendix, in order not to obscure the main principles of the Stress VaR. As noted before, one of the benefits of the approach is in the flexibility of the prediction function, which can and should be made as complicated or as simple as various applications require. The main challenge is to balance the complexity of the model with the number of available data points in order to parsimoniously capture the dynamic nature of active portfolio management and changing trade strategies.

**VaR backtesting**

An extensive test of the StressVaR is done using the Hedge Fund Research (HFR) database from Feb. 2003 to June 2009. We removed fund indices and Fund-of-funds...
(FoF) and then selected the funds based on the condition that they were continuously reporting on a monthly basis to the database for the entire period from Feb. 2003 to Feb. 2008. Only funds satisfying this condition were included in the sample – the sample does not change during the backtesting period. It is true that we are perhaps introducing biases in the fund population with such a selection. But whatever bias we introduce, by keeping the sample fixed during the testing period, its impact is the same for all tested risk measures. In addition to this selection, we keep only one fund per manager (i.e., remove alternative currency versions of funds or off-shore versions). This leaves a selection of 1060 funds in Feb 2008. In 2008 and 2009 about 30% of these funds stopped reporting to the database. To deal with this, we assumed a 30% loss of the fund in the month when the fund stopped reporting and dropped it from subsequent pool of funds. In June 2009 there are only 764 funds remaining.

The factor set used in the estimation of the StressVaR contains 172 factors covering world-wide equities, interest rates, volatilities, credit spreads, as well as some special factors such as market convergence, correlations, etc., and goes back to January 1987.

We set the VaR percentile \( q = 98\% \) and compare the performance of the StressVaR 98% to the classical VaR 99% estimate based on the Gaussian assumption:

$$\text{GVaR} = z \cdot \sigma$$ (5)

where \( \sigma \) is the historical standard deviation and \( z = 2.33 \) is the Gaussian 99th percentile in units of \( \sigma \); as well as to the Cornish-Fisher VaR 99% which attempts to better estimate the VaR by using the skew and kurtosis:

$$\text{CFVaR} = \sigma \left( z + \frac{1}{6}(z^2 - 1)s + \frac{1}{24}(z^3 - 3z)k - \frac{1}{36}(2z^3 - 5z)s^2 \right)$$ (6)

where \( s \) and \( k \) are respectively the skew and excess kurtosis (Cornish and Fisher [1938]). All three VaR measures are calculated using a sliding window of 36 monthly returns corresponding to a 3 year period. It may be objected that 36 datapoints will not reliably estimate the higher moments needed for the CFVaR. Estimation problems are however prevalent in the hedge fund world. The trading strategies are rapidly changing and reporting is typically monthly. The challenges in estimating the CFVaR are not greater than the challenges in estimating the StressVaR.

A standard procedure in VaR backtesting is counting the number of VaR exceptions - counting the number of times a fund return is larger than the predicted VaR. While we believe that a proper test of the usefulness of a VaR measure is ultimately its performance in asset allocation, we summarize in Exhibit 2 the estimated frequency of exceptions for various VaR levels.

In the leftmost three columns of the table we list the frequency of a loss larger than 1 times the VaR, 2 times and 3 times the VaR. In the rightmost two columns we also table the average and median magnitude of the VaR exception, in units of the VaR. This illustrates the amount of potential losses a manager will suffer if the VaR estimate
<table>
<thead>
<tr>
<th>VaR 99 estimator</th>
<th>1-VaR</th>
<th>2-VaR</th>
<th>3-VaR</th>
<th>Avg. exc.</th>
<th>Med. exc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian VaR</td>
<td>2.11%</td>
<td>0.18%</td>
<td>0.06%</td>
<td>1.43</td>
<td>1.26</td>
</tr>
<tr>
<td>Cornish-Fisher VaR</td>
<td>0.82%</td>
<td>0.13%</td>
<td>0.08%</td>
<td>2.58</td>
<td>1.27</td>
</tr>
<tr>
<td>StressVaR</td>
<td>1.15%</td>
<td>0.10%</td>
<td>0.03%</td>
<td>1.41</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Exhibit 2: Comparison of the exception rate and exception magnitude for the three tested VaR measures. The leftmost 3 columns show the percentage of VaR exceptions for one, two and three times the VaR threshold. The rightmost two columns display the magnitude of VaR exceptions in units of the VaR: the average and the median. The reason for the SVaR 1.15% VaR exception rate is that, strictly speaking, one should test the SVaR with \( q = 99.5\% \) in order to reach a 1% exceptions rate. However, since for most factors the relation between the fund and factor is typically monotonous, the SVaR 98%, that is with \( q = 99\% \), is still close to 1% exception rate. What is perhaps more important is to notice that the SVaR has significantly lower 2 and 3 VaR exception rates and at the same time, when a VaR exception does occur, it is exceeded by about 40% on average compared to the 160% for the Cornish-Fisher VaR.

is broken. Indeed, by requiring an economic capital equal to 3 times VaR the regulator assumes that this threshold is not supposed to be surpassed. Counting such exceptions is therefore mandatory.

The StressVaR has less exceptions than the other two measures, but what is more important is that the average and median exception sizes are about 40% and 20% of the VaR. In this respect, all three VaR measures perform well. One exception is the mean size of the Cornish-Fisher exception which shows that the measure is not too reliable in some situations.

While the usual number of exceptions measure takes in account only the tails of the distribution, the method of estimating the magnitude of VaR exceptions focuses in contrast on the entire distribution of fund returns. We can accept the notion that business-as-usual is when fund returns are drawn from a Normal distribution. However, it is well known that often this is not the case – large fund returns are more common than would be expected were they drawn from a Gaussian. It can be argued that a good risk measure should provide a normalization of actual fund returns to be more closer to a Gaussian. This is the notion around which we construct the last method of comparison of the StressVaR and the standard VaR. We show that fund returns divided by the VaR are closer in distribution to a Gaussian if we estimate the VaR using the StressVaR instead of the standard VaR.

Allocation using the StressVaR

As noted earlier, the number of exceptions may not be a particularly useful criterion for a risk measure. A good risk measure needs to prove itself capable in predictively separating
risky and less risky funds. Therefore, the performance of a portfolio constructed using the risk measure is the criterion we believe is ultimately useful in discriminating among risk measures.

In this section we present the results of a backtesting study using the risk measures as an allocation tool. We take the role of a fund-of-funds investor: The investor rebalances a portfolio of hedge funds each 3 months, choosing a number of funds from the universe to invest in, together with the corresponding weights. The choice of hedge funds and their weights is done solely using one of the risk measures, i.e., based only on the quantitative information contained in the past fund and factor returns. Once the selection of funds and their allocation is decided, we calculate the realized returns of the portfolio in the next three months. By repeating this procedure each three months and cumulating the returns we obtain the performance such a strategy would have yielded in the tested period.

The allocation decision starts by ranking all the 1060 funds in the fund universe according to their predicted risk by using one of the aforementioned risk measures. The investor then selects, say, one quarter of the least risky funds (denote this set by $LR$) and assigns the weights inversely proportional to the risk measure $w_i = 1/\rho_i$. In this way one obtains an equal risk portfolio of the least risky funds. In order to avoid possible situations with excessive weight assigned to a perceived low risk fund, we cap the weight of a fund in the portfolio to 10% of the total portfolio. The weights are normalized $1 = \sum w_i$, leading to

$$w_i = \frac{1}{\rho_i} \left( \sum_{j \in LR} \frac{1}{\rho_j} \right)^{-1}.$$  \hfill (7)

The next period return of the FoF is therefore

$$r_{FoF} = \sum_i w_i \cdot r_i = \sum_{i \in LR} \frac{r_i}{\rho_i} \left( \sum_{j \in LR} \frac{1}{\rho_j} \right)^{-1}$$ \hfill (8)

where the risk $\rho_i$ of the fund is predicted in the previous time period and the return $r_i$ is in the current period.

Since the allocation we are investing in is by construction the quartile of least risky funds, the performance of the portfolio is also expected to be smaller - less risky funds on average will also bring smaller returns. For this reason we leverage our investment to match the global market risk. The impact of leverage on the StressVaR is the same as with any other VaR measure. The leveraged portfolio return is

$$\tilde{r}_{FoF} = (1 - \lambda) r_f + \lambda r_{FoF}$$ \hfill (9)

and the leveraged SVaR is calculated accordingly. $r_f$ is the risk-free rate such as the Libor. The leverage factor $\lambda$ is equal to the ratio of the risk of a global risk-allocated portfolio $\Omega$ and the portfolio $\Omega_{FoF}$ only allocated on the least risky quartile of funds

$$\lambda = \min(3, \frac{\Omega}{\Omega_{FoF}}).$$ \hfill (10)
Exhibit 3: Comparison of performance measures for three simulated FoF investment strategies. Each strategy is constructed by allocation decisions based on one of the three risk measures: Gaussian VaR (GVaR), Cornish-Fisher VaR (CFVaR), and StressVaR (SVar). For comparison, the column named Market is the performance of a portfolio equally weighted over all the hedge funds in the investment universe. One can see that all three portfolios outperform the market. However, the SVaR portfolio has both the highest annual performance and lowest volatility resulting in a Sharpe ratio of 2.9. Perhaps more importantly, the max-drawdown of the SVaR portfolio is substantially lower than for the other two portfolios.

For realism, this ratio is capped at 3. The global risk $\Omega$ and portfolio risk $\Omega_{\text{FoF}}$ are weighted averages of fund risk measures respectively for all the funds in the universe (ALL) and for the funds in the portfolio (i.e. assuming no risk diversification) so that the leverage ratio $\Omega / \Omega_{\text{FoF}}$ is

$$\frac{\Omega}{\Omega_{\text{FoF}}} = \frac{\sum_{i \in \text{LR}} 1/\rho_i}{\sum_{j \in \text{ALL}} 1/\rho_j}. \hspace{1cm} (11)$$

Performance

The usual performance indicators for the allocation strategies using the three risk measures are shown in Exhibit 3. We can see that in terms of performance the StressVaR allocated portfolio outperforms both the market and the other two portfolios with a comparable annual volatility. The Sharpe ratio is correspondingly higher than for the other portfolios. All other usual performance measures show the superior returns of the StressVaR over the benchmarks. The performances of the portfolios are shown in Exhibit 4 where we can observe again a steady over-performance of the StressVaR portfolio over the other. Again, what is interesting to note is that none of the other three VaR measures manage to outperform the market benchmark.

One could argue that the fund universe of 1060 funds is too large for a single investor to follow or that rebalancing a portfolio of 250 hedge funds is not realistic. With this in mind, we repeat the allocation analysis in a different manner. From the 1060 funds we randomly select 100. This is now the fund universe for an investor. The investor selects 10 out of these 100 in the same way as before and rebalances quarterly. Since this
Exhibit 4: Comparison of the performance of portfolios allocated using the tested risk measures. We see a constant outperformance of the Stress VaR allocated portfolio over both the market benchmark and the portfolios allocated with the other VaR measures. In six and a half years the gain of the SVaR allocated portfolio are about 46% or 6% a year. In the inset of the figure we normalize all the portfolios to value 100 in Aug. 2007 in order to compare the performance only for the difficult years of 2007, 2008 and 2009. In these years the SVaR portfolio is again the best performing one and outperforms the market by about 20%.

The choice of quarterly rebalancing was done as a tradeoff between short rebalancing intervals, where the risk allocation produces best results, and long rebalancing intervals...
Exhibit 5: The density estimate of annualized excess returns over the market benchmark (equally weighted index) for portfolios allocated using the Stress VaR (in dark gray). The light gray is the density of randomly allocated portfolios of equal size. The estimates are a result of 5000 simulations where an investor makes portfolio allocations in 10 hedge funds based on the SVaR from a pool of 100 randomly chosen funds from the HFR database. More details are in the text. The average excess return of randomly allocated portfolios (light) is expectedly equal to zero. However, Stress VaR allocated portfolios (dark) outperform the market on average by about 5%. Almost never (probability is less then 0.5%) does a SVaR allocated portfolio underperform the market (the area of the blue histogram left of zero).

which are more realistic. We have tested rebalancing intervals up to 6 months at which we still find a very significant over performance of the SVaR measure over the market and the other measures. This gives us confidence that a portfolio constructed with the SVaR really is better performing than the other benchmarks at multiple time horizons.

The authors would like to thank Gumersindo Oliveros for useful remarks and suggestions.
Exhibit 6: Boxplot comparison of yearly performance for 5000 simulated FoF portfolios allocated using the three risk measures. Each subplot is showing the performance in the respective year. The random portfolio is constructed from an equally weighted random selection of funds. We see that while all risk measures do provide an improvement over the random allocation, only the SVaR consistently provides downside protection.
Downside protection

In Exhibit 6 we repeated the portfolio allocation simulation for each of the 7 analysed years separately. We show the box-plots of the yearly returns for the simulations for the various VaR measures as well as for the random allocation. Using any VaR measure is already an improvement, however in all cases the SVaR allocation is producing on average highest returns. Even more importantly, the SVaR provides a substantial improvement over other risk measures in terms of down side protection. Notice that only the SVaR rebalanced portfolios capture the positive market returns of the years up to 2007, while at the same time providing downward protection in the crisis 2007 and 2008 years. At the end of the analysed dataset, by the month of June 2009, the year 2009 is experiencing a partial recovery from the crashes of the previous years which none of the 3 portfolios are capturing. However, all 3 are recording healthy profits. The performance of the StressVaR is exactly what a risk measure should do: provide downside protection while recording healthy profits in market upswings.

Conclusion

An ultimate test for a risk methodology is to prove itself effective in sorting out risky and non-risky funds. We have tested two common risk measures against the newly proposed StressVaR in a test where we use the risk measure to allocate hedge funds within a hypothetical fund-of-funds. In all the tests the portfolio allocated using the StressVaR outperformed the market by about 6% annually and the other two measure by about 3% to 4% annually at a similar volatility.

The core advantage of the StressVaR is that it efficiently uses information external to the fund returns (the factors) but in a way that is directly relevant to the risk of the fund in question. With this in mind one could be unimpressed by the superior performance of the StressVaR since it is based on much more information than the traditional VaR measures based on past performance. However, the challenge of efficient and focused use of extra information in assessing the risk of a hedge fund should not be underestimated.

The main challenges in constructing a StressVaR are in a complete and high-quality factor set; in the reliable factor selection and ranking mechanism; and in the estimation of the dynamic relation between the hedge fund and a factor. In addition the estimation of the density of factor returns, which is a crucial step in the StressVar estimate, can benefit from advanced econometric models such as the GARCH class as well as pure economic studies. There are large potential improvements to the StressVaR and it will be interesting to follow future research in this area. With a methodology of this kind, the formerly rigid boundary between risk-management and asset allocation is arguably fading.
Appendix: Prediction function $\Psi$

The central element of the factor selection process is the proper specification of the prediction function describing the response of the fund to the factor. As noted before, this function needs to allow for several types of joint behaviors. It is however not easy to balance the sophistication of the model with the stability of estimates given the very limited number of data points available for hedge funds. We have tested various models, including cointegrating models, but with mixed results primarily because of the data availability issue. In the end we settle for a minimum model sufficient to capture the main features of active management present in hedge funds. This model is in terms of fund and factor returns only and, using the previously introduced notation for fund and factor returns, can be written in the form

$$Y_t = \text{AR}(Y) + \Phi(X). \quad (12)$$

The AR part of the fund returns is selected using the Akaike information criterion (AIC) with maximally 1 lag (Akaike [1973]; Burnham and Anderson [2002]). The dynamic nature of a possible factor relation is incorporated by including a certain number of lags in the specification. We again select lags using the AIC up to 1 lag

$$\Phi(X) = \Phi_0(X_t) + \Phi_1(X_{t-1}). \quad (13)$$

The maximum number of lags is limited by the number of datapoints used. One needs to be careful not to introduce model selection errors through spurious AIC calculation associated with models with different numbers of parameters.

The nonlinearities are captured through polynomials

$$\Phi_j(X_{t-j}) = \sum_{i=0}^{L} \alpha_i \phi_i(X_{t-j}), \ \forall j \quad (14)$$

where $\phi_i(\cdot)$ are some appropriately chosen base functions. A good choice for the base functions seem to be Chebyshev polynomials and we took $L = 3$. In addition, the nonlinear Chebyshev functions are used only within the range between the 16th and 84th quantile of the factor distribution. Outside of this range we extrapolate a linear function that smoothly connects to the nonlinear Chebyshev part.

All in all, the full model for the fund returns can be written

$$Y_t = \beta_1 Y_{t-1} + \sum_{i=0}^{L} \alpha_{0,i} \phi_{0,i}(X_t) + \sum_{i=0}^{L} \alpha_{1,i} \phi_{1,i}(X_{t-1}) \quad (15)$$

The first term (AR) captures the potential smoothing of fund returns, the second captures the instantaneous nonlinear factor response, while each successive term captures nonlinear delayed factor responses due to for example liquidity.
As said, the above form is the most complete model, containing all the components. However, in practice we made the specification of the model to be data driven - we do not choose in advance the number of lags or nonlinear terms (only the max values), but rather let the model be specified as best dictated by the data. Using an OLS estimator, we introduce penalization term proportional to the Sobolev $H_3$ norm of the function $\Phi(X)$. This ensures that we discourage the selection of large and nonlinear models and prefer the least complicated one possible for the level of residual sum of squares.

As outlined in the text, the p-value for a factor is in principle calculated by comparing the full model in equation 15 to the AR model which depends only on the fund returns through an F-test as in equation 4. In practice, however, in addition to the regular un-weighted F-test, we estimate two weighted tests with the weights designed to emphasize the left and right tails of the factor distribution. The final p-value is then the minimum of the three obtained.
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